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ABSTRACT
E-commerce platforms are widely accepted by the public in the era
of big data with the rapid development of information technology.
With the increasing proportion of e-commerce platforms such as
Amazon in international commerce, user search-based analysis and
optimization of retrieval results have gradually attracted the atten-
tion of the industry, since the effects directly or indirectly result
in user experience and transaction rates. Although the application
of deep learning in various industries has become more and more
mature in recent years, the research on the correlation between user
search intent and results is still scarce. Therefore, in this paper, we
proposed a multi-model fusion approach for the ESCI challenge to
improve the product search in in Amazon KDD Cup 22, and finally
achieved the private score of 0.8177 and the public score of 0.8688
on task 2, and the private F1 score of 0.8708 and the public score of
0.8688 in task 3. We finally ranked tenth and fifth respectively.

CCS CONCEPTS
• Computer systems organization → Embedded systems; Re-
dundancy; Robotics; • Networks→ Network reliability.
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1 INTRODUCTION
As a platform for online transactions and negotiations for enter-
prises or individuals, e-commerce platforms have gradually become
popular around the world with the development of information
technology [Taher 2021]. On the one hand, e-commerce platforms
automate and digitize traditional business processes, which can
reduce labor and costs. On the other hand, e-commerce breaks
through the constraints of time and space, so that transaction ac-
tivities can be carried out at any time and anywhere, thus greatly
improving efficiency. In addition, the ubiquity, global reach, interac-
tivity and information density of e-commerce, alongwith the advent
of large-scale international e-commerce platforms such as Ama-
zon, e-commerce has created more trade opportunities for global
enterprises. Relevance matching is the basis for matching user in-
tent with products in e-commerce search. Therefore, improving the
relevance of search results plays a significant and positive role in
improving customers’ purchasing experience and transaction rate.

Although the application of machine learning technology in
various industries has generally entered a mature stage in recent
years [Rath 2022], the matching problem of retrieval results for
users in e-commerce platforms is still a challenge. The notion of bi-
nary relevance in existing applications always exists and constrains
the searching experience of customers. For example, when a user
searches for "iPhone" on the Amazon platform, it may be looking
for the "iPhone charger". In this case, the search engine needs to un-
derstand the correlation between "iPhone" and the "iPhone charger"
so as to ensure the searching experience of users.

Therefore, in the Amazon KDD Cup 22, ESCI challenge for im-
proving product search, based on the Shopping Queries Data Set
[Reddy et al. 2022], we proposed a multi-model method for task 2
"MULTICLASS PRODUCT CLASSIFICATION" and task 3 "PROD-
UCT SUBSTITUTE IDENTIFICATION", and finally achieved the
private F1 score of 0.8183 and the public F1 score 0.8177 on task 2,
and achieved the private F1 score of 0.8708 and the public F1 score
0.8688 on task 3, ranking 10𝑡ℎ and 5𝑡ℎ respectively.
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2 TASK DESCRIPTION
2.1 Data Description
The Shopping Queries Data Set [Reddy et al. 2022] for this task
is a large-scale human-annotated dataset derived from the search
data of Amazon platform users, including English, Japanese, and
Spanish. The task defines the correlation between products in the
search results into four classes (ESCI):

• Exact (E): The item is relevant to the query and meets all
query specifications

• Substitute (S): The item is somewhat relevant, it does not
satisfy all the aspects of the query, but the item can be used
as a functional substitute

• Complement (C): The item does not satisfy the query, but
can be combined with an exact item

• Irrelevant (I): The item is irrelevant, or it fails to satisfy the
central aspect of the query

The requirement of task 2 is to give a query and a list of products
retrieved by the query, and classify the correlation between the
retrieved products and the query products as one of E, S, C, and
I . The requirement of task 3 is to measure the ability of the query
system to find substitutes for the retrieved products, which can be
regarded as changing the multi-classification task in task 2 into a
binary classification task. Given an input example, in which prod-
uct_id represents the id of the product 11 degrees to be queried,
and query_locale represents the region to which the query lan-
guage belongs. Example_1 and example_2 are all queries based
on the us-English environment.

example_id query product_id query_locale
example_1 11 degrees product0 us
example_2 11 degrees product1 us

Table 1: Input example of the Shopping Queries Dataset

After inputting the query information in Table 1, task 2 needs
to return the correlation label between the query and the product
in each example. For example, the correlation between 11 degrees
and product0 in example_1 is exact.

example_id esci_label
example_1 exact
example_2 complement

Table 2: The output of Task 2

Task 3 needs to identify whether the query product and the given
product are substitutes. For example, the query 11 degrees and
product0 in example_1 in Table 1 are substitutes.

example_id substitute_label
example_1 substitute
example_2 no_substitute
Table 3: The output of Task 3

2.2 Evaluation
In this task, we choose to use the F1 score as the evaluation criteria
for evaluating the results, which is a classic metric used in statistics
to measure the accuracy of classification models. The F1 score
can be regarded as a harmonic average of the precision and recall
of the model, with a maximum value of 1 and a minimum value
of 0. In view of the fact that the distribution of categories in the
dataset is not balanced, in task 2, four categories account for 65.17%,
21.91%, 2.89% and 10.04% respectively, while in task 3, the two
categories account for 33% and 67% respectively. Therefore, the
micro averaging F1 score was chosen as the specific evaluation
metric in these two tasks. The calculation process is as follows:

𝐹1 = 2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑁

𝑇𝑃 + 1
2 (𝐹𝑃 + 𝐹𝑁 )

Where Precision can be regarded as the measure of quality, and
recall can be regarded as the measure of quantity.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

In which the explanation of TP, FP, TN, FN is as follows:
• TP: True Positive, classified as a positive sample, which is
actually a positive sample.

• FP: False Positive, classified as a positive sample, but is actu-
ally a negative sample.

• TN: True Negative, classified as a negative sample, which is
actually a negative sample.

• FN: False Negative, is classified as a negative sample, but is
actually a positive sample.

3 METHODOLOGY
Given that Task 2 and Task 3 are identical in requirements and data
form, the only difference is the number of categories to be classified.
Therefore, we use the same model fusion methods and tricks in
these 2 tasks. Our methodology is based on the fusion of three
pre-trained language models to achieve a better result, where three
models are xlm-roberta-large [Conneau et al. 2019], infoxlm-large
[Chi et al. 2020] and rembert-large [Chung et al. 2020].

3.1 Data Preprocessing
Since the product catalogue in the Shopping Queries Data Set
[Reddy et al. 2022] has multiple attributes (product_title, prod-
uct_description, etc.), we use the [SEP] token to segment the text
of each field, connect it to the model input text, and use the [CLS]
token vector as the potential feature of the data.

The original data in the Shopping Queries Data Set is:
After preprocessing, the input token is connected as:
[CLS] <query_content> [SEP] <title_content> [SEP] <bul-

let_point> [SEP] <brand> [SEP] <color_name> [SEP] <locale>
[SEP] <description>

3.2 Pre-trained model selection
Since our approach is to fuse the multiple model to achive a better
result, in order to choose the right pre-trained model to be fused, we
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Figure 1: The data samples in the product catalogue in the
Shopping Queries Data Set

first conduct comparative experiments on some of the commonly
used pre-trained language models. We compare the out-of-fold
score (oof_score) and subscore (sub_score) of various pre-trained
language models, and we finally choose 3 pre-trained models, xlm-
roberta-large [Conneau et al. 2019], infoxlm-large [Chi et al. 2020]
and rembert-large [Chung et al. 2020] for further fusion according
to the results shown in Table 4.

Model Name oof_score sub_score
Multilingual-MiniLM-L12-H384 0.72018 0.723
bert-base-multilingual-cased 0.72862 0.734

infoxlm-base 0.73432 0.742
xlm-roberta-large 0.7566 0.76

rembert 0.7561 0.759
twitter-xlm-roberta-base 0.7312 0.738

infoxlm-large 0.7554 0.759
roberta-large-us 0.7686

Table 4: The comparation of the pre-trained language model

3.3 Model Structure
We use the features of the [CLS] token of all hidden layers output
by the pre-trained model, a total of 24 feature vectors are connected
into a 24 * hidden_size feature matrix, and then use three convolu-
tion kernels with the sizes of 5* 24, 7* 24 and 9* 24 respectively to
extract features. After maximum pooling, a 1*hidden_size feature is
obtained for classification. The model results of this part are shown
in the following figure:

During training, we use 5 Dropout layers with different param-
eters for the features obtained from the above structure, perform
parallel processing on the features and calculate the average loss.

3.4 Model Fusion
Based on the results of the comparative experiments in Table 4, we
choose xlm-roberta-large [Conneau et al. 2019], infoxlm-large [Chi
et al. 2020] and rembert-large [Chung et al. 2020] for the model
fusion. Although the score of roberta-large-us is also high, consid-
ering that 3 languages are included in the task data, we temporarily
exclude pre-trained models based on monolingual environments. In
this task, we adopt weight fusion; the weights of the three models
are 0.31, 0.31 and 0.38 respectively.

Figure 2: The structure between the pre-trained model and
output

𝐿𝑜𝑔𝑖𝑡𝑠 = 0.31 ∗ 𝑅𝑜𝐵𝐸𝑅𝑇𝑎 + 0.31 ∗ 𝐼𝑛𝑓 𝑜𝑥𝐿𝑚 + 0.38 ∗ 𝑅𝑒𝑚𝑏𝑒𝑟𝑡

3.5 Tricks
In order to optimize the prediction effect of a single model, we
tested a variety of training techniques. On the basis of model fusion,
we add some widely used tricks, such as Pre-trained MLM Task,
Adversarial Training, Pseudo Labeling, Focal Loss and Labelsmooth.

Trick oof_score sub_score
base 0.7547 0.8087

Pre-trained MLM Task 0.7594 0.8113
Adversarial Training 0.7589 0.8082
Pseudo Labeling 0.7596 0.8117

Focal Loss 0.7429 0.8032
Labelsmooth 0.7524 0.8083

Table 5: The tricks and corresponding score

3.5.1 Pseudo Labeling. Pseudo Labeling is a concept in semi-supervised
learning, which can facilitate models to learn better from unlabeled
information. The principle is to use the existing labeled data to train
a model, and then use the trained model to predict the unlabeled
data, then add the predicted labels and data of the unlabeled data to
the training set for training, thereby improving the generalization
ability of the model.

We use the xlm-roberta large model that performs best in Table
4 to make predictions on the test set of Shopping Queries Data Set,
and then sort according to the maximum value of the probability
vector to find a threshold. After that, we select the test set data with
high confidence as pseudo labeling data, and add it to the training
process of the model.

In order to determine the appropriate threshold, we use the
same method to sort the validation set, select 10000 continuous
predictions, and slide the calculation accuracy. When the accuracy
is close to the overall validation set, we calculate the average value
of the maximum probability of the current region as the threshold
of the segmentation validation set. Through such segmentation,
pseudo labeling data can be selected as much as possible while
ensuring the accuracy of pseudo labeling data.
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3.5.2 Pre-trained MLM Task. On the basis of the original pre-
training model, we use all the data from the Shopping Queries Data
Set to process an additional pre-train, so as to better fit the data in
this task. The pre-training is optimized only for MLM Task, and
the training data is constructed using a 30% Mask proportion. The
original xlm-roberta-large and infoxlm-large were pre-trained, and
the rembert model was not pre-trained due to time and equipment
reasons.

3.5.3 Inference speed up. In order to get the prediction results of
the three models within the specified time, we mainly used two
methods.

• Since FP16 model performs about twice as fast as FP32 model
[Fabien-Ouellet 2020], we use semi-precision FP16 to make
the final prediction.

• Sort the input data according to the length of tokens, and
dynamically complete the input data according to the maxi-
mum length of a single bath in Dataloader, so as to reduce
the unnecessary computation generated by large area zero
complement pairs.

4 RESULT AND CONCLUSION
The public widely accepts E-commerce platforms in the era of big
data with the rapid development of information technology. In
this paper, we proposed a multi-model fusion approach for ESCI
challenge for improving product search in Amazon KDDCup 22.We

compared multiple pre-trained language models in our experiments
and finally selected three multi-language pre-trained models for
fusion. Then we used the Pre-trained MLM task, pseudo labeling
and other tricks for further tuning in the optimization stage and
finally achieved the private F1 score of 0.8183 and the public score
of 0.8177 on task 2, and the private F1 score of 0.8708 and the public
score of 0.8688 in task 3. We finally ranked 10𝑡ℎ and 5𝑡ℎ respectively.
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