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ABSTRACT

To improve the users' shopping online experience, a 
search engine aims to show a ranked list of items that 
best match a user’s query intent. The Query-Product 
Ranking task is formulated as search relevance to rank a 
given query-item pair  by relevant labels:  exact, 
substitute, complement, or irrelevant (ESCI) in the 
Shopping Queries Dataset, a large dataset of difficult 
Amazon search queries and results. However, many 
exist ing pre-trained models suffer from several 
challenges: noise in the data, inadaptation to the 
product data, slow convergence, and overfitting during 
fine-tuning. To address these challenges, we use the 
fo l lowing methods in  three components—data 
p re p ro c e s s i n g ,  p re - t ra i n i n g ,  a n d  f i n e - t u n i n g , 
respectively. We use regular expressions to clean the 
data and preprocess the data through data splicing, 
keyword extraction, and key sentence extraction. Then, 
we adapt our model to the domain corpus by Masked 
Language Model (MLM) pre-training. Finally, we use 
ranking loss in fine-tuning to accelerate convergence. To 
re d u c e  m o d e l  o ve r f i t t i n g  a n d  i m p ro ve  m o d e l 
robustness, we use Fast Gradient Method (FGM) 
adversarial training. 

Experiments demonstrate that our solution achieves an 
nDCG of 0.9002 on the private test dataset with a single 
model and can rank among the top 10 teams. By using 
ensemble methods, our models achieve an nDCG of 
0.9028 on private test data and came fourth on the 
leaderboard.

Figure 1. The overall architecture of our method. In the middle of the figure is a schematic diagram of each component. The 
left is the method used in each component, and their positions and colors correspond to the comp

RESULTS
The results for different model settings are shown 

in Table 1. Briefly speaking, the xlm-Roberta-large 
model containing all components achieves the best 
nDCG results. Furthermore, Table 1 illustrates the 
effectiveness of our components.  
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INTRODUCTION
Our solution consists of three components—data 

preprocessing, pre-training, and fine-tuning. Our 
solution is based on the basic model xlm-Roberta [1]. In 
the data preprocessing part, we use regular expressions 
to clean the data. In addition, we use YAKE [2] algorithm 
for keyword extraction and Textrank [3] algorithm for 
key sentence extraction. In the pre-training part, we 
allow the model to continue MLM [4] pre-training to 
adapt to the domain corpus. In the fine-tuning part, we 
use ranking loss to accelerate convergence and use FGM 
[5] adversarial training to reduce model overfitting and 
improve the robustness of the model. The overall 
architecture of our method is shown in Figure 1. 

Table 1. Experiment results of different model settings. 
Re: Regression loss; Dp: Data preprocessing; Pt: MLM pre-
training; Ra: Ranking loss; FGM: FGM adversarial training.

Table 2. Experiment results of the single model and the 
ensemble model
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