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Background

1. In the competition, we build 
product query search model 
and it is a rank task.

2. There are large-scale 
multilingual query-product 
dataset. (781744 pair)

Open source code : https://github.com/ChengHSUHSU/KDD_Cup2022_AmazonProductSearchESCI



Data Introduction
us, es, jp

Exact (E), 
Substitute (S), 
Complement (C), 
Irrelevant (I)  



Problem Statement

Exact (E) Substitute (S) Complement (C) Irrelevant (I)

gain 1.0 0.1 0.01 0.0
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Product Documents Features Extraction (1)

Locale : US



Product Documents Features Extraction (2)
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Product Documents Features Extraction (3)

Locale : US



Cross Encoder

1. Regression :  ranking order by predicted value 

2.     Classification : 

Note : After some experiments, we found that Regression 
task can balancely show well performance and Classification 
task can achieve better performance in Exact(E) label

[CLS]  +  query  +  [SEP]  +  product text features  +  [SEP]  



Self-Knowledge Distillation

E : 0.5
S : 0.4
CI : 0.2

E : 1
S : 0

CI : 0
Teacher

Student
E : 0.75
S : 0.2
CI : 0.1

Training

⍺*P(X) + (1-⍺)*L(X) ; threshold

pred label hard label

⍺ = 0.5 ; threshold=0.8 



Training Strategies

1. Regression task : We design two training stage. First, we set Exact (E) label 

as 1.0 and other as 0.0. Second, we set Exact (E) label as1.0, Substitute (S) 

label as 0.4 and other as 0.0.

2. Classification task : After training large model (teacher), we use self-

knowledge distillation and label smoothing to train student model. 

3. Model Ensemble :  Regression-Second-Stage + Classification-Teacher +  

Classification-Student



Experiment Setting

1. All modeling are one-epoch
2. Metric : nDCG (gain : official setting)
3. Optimizor : AdamW
4. Loss function : MSE, Cross Entropy
5. Learning Rate : 7e-5 (warm-down mechanism)



Experiment Performance



Experiment (Feature Extraction)



Experiment (Self-Knowledge Distillation)



Conclusion

1. In the paper, we use cross encoder to predict the relevance of query, product. 
When user query intent is ambiguous, the performance is not well. 

2. In the future, we build query-product word-level graph and use GNN to 
represent more semantic embedding. We believe that it can improve more 
performance. 


